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Summary
Research on EEG signal processing have been got more focus while the EEG signal as a basis of
prediction of brain behavior and diagnose disease. With the success of deep learning apply on
the time series data, many studies have been start applying deep learning on the EEG signal pro-
cessing. In order to summarize the technologies of EEG signal processing, we have conducted
literature review about deep learning for decoding the activity of human’s brain and diagnosing
disease and explained details about various architectures. For understanding the details of CNN
and RNN, we introduce a model based on CNN and LSTMmethods, and how these methods can
be used to both optimize and set up, the hyper parameters of deep learning architecture. Later, it
is studied how semi-supervised learning on EEG data analytics can be applied. We review some
studies about differentmethodsof semi-supervised learningonEEGdata analytics anddiscussing
the importance of semi-supervised learning for analyzing EEG data. In this paper we also discuss
themost common applications for human EEG research, and review some papers about the appli-
cation of EEG data analytics such as Neuromarketing; human factors; social interaction and BCI.
Finally, we discuss the challenges and limitations of EEG signal processing on the future.
KEYWORDS:
Deep learning, EEG signal processing, Clinical AI-based diagnosis

1 INTRODUCTION

In the era of “big data", transformation of large quantities of data into valuable knowledge has become increasingly important in various domains 1,2,
such as the image recognition 3, speech recognition 4, the EEG signals is also included in it. With the current exponential growth of the amount of
data available, the large number of different formats, and the increasing computational power, and taking into account the expectations generated
by Artificial Intelligence, as a new powerful tool to the service of humans and companies, many studies began focusing on EEG’s research. For
example, IBM designed a platform for giving some treatment options for clinicians by analyzing the medical information of patient 5,6. Before the
deep learning become popular, most of researchers prefer scripting the algorithm, to extract valuable information from EEG signals and computing
these informationusingmachine learning techniques, this is due themachine learningalgorithmshavebeendemonstratedanexcellent performance
when dealing with different kind of real, complex and dynamic problems (using different techniques, as those based on regression, classification
or unsupervised learning such as clustering) until recently in the big environment of deep learning popularity, the advantage of accuracy of deep
learning on some fields of industry or academic, studies on deep learning for various fields are receiving extensive attention on all countries in the
world.
Deep learningwasproposedbyHintonet al. 8 inspiredbyhuman’swayof thinking.Deep learning formsmore abstract high levels representations

by combining low layer features to represent attribute categories, or features to discover distributed characteristics over data. It based on deep
belief network (DBN), an unsupervised greedy layer-by-layer training algorithm based on Deep Confidence Network (DBN) is proposed to solve
the optimization problems related to deep structure. With the development of big data, the advantage of deep learning, due to its flexibility to fit
complex models and its high accuracy, has become one of the best methods in several Big Data-based problems. From Fig. 1 7, it is not difficult to
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FIGURE 1 Number of Publications about deep learning for reference of countries: China, United States, Germany, France 7

find that the interest of researchers has increased rapidly since 2000s. Furthermore deep learning is responsible formajor advances in diverse fields
where the Artificial Intelligence (AI) community has struggled formany years 2,9, such as image and speech recognition 10,11,12 or some fields related
to natural language processing like language translation 13, or sentiment analysis 14, amongstmany others. Currently, deep learning can also benefit
to decoding the EEG signals.
EEG signals processing is the recording of electrical signals from human brain to decode human’s behavior based on their brain activity, most of

studies focus on EEG processing so far, while it can help us to understand the relationships between brain activity and electrical signals. We can
use traditional algorithms from machine learning, like deep learning, to analyze, learn and extract complex patterns from these complex signals.
Because the signals recorded are usually some kind of mixed noise and artifacts combinations, people usually transfer this raw data into a wavelet
or frequency before use it as input data. however,with the continuous improvement of the Convolutional Neural Networks (CNN), raw EEG signals
have been used for anomaly classification issue and brain activity’s decoding. Such as Stober et al. 15 classified the rhythm and genre of music which
performed to experimenter, and Cecotti et al. 16 detected the characters that experimenter viewed by CNN for EEG signal analysis. Tang et al. 17,
Lawhern et al. 18 and Sun et al. 19 discussed CNN for EEG to understand the behavior of human’s brain. In this paper, we will analyze the basics on
deep neural network architectures, whereas some relevant papers will be revised to show up the current state of the art in this area, finally we will
discuss the futures trends of deep learning for EEG signal processing, to finally discuss about some limitations andweakness of deep learning.
Themain contributions of this work are summarized as follows:

(i) To understand the current research trends on deep learning for EEG signal processing and analytic by conducting literature review. The
different available architectures and applications will revised.

(ii) How non-fixed EEG data can be analyzed by deep learning. It will be described a new model, build by combining CNN and LSTM models,
developed by authors 58 and it will by discussed bow this model could be employed over other time-serial data.

(iii) Considering the application of EEG analysis and EEG signal processing by review some studies about the most popular applications like
Neuromarketing, human factors, social interaction and BCI. We also survey some papers about the application of EEG analysis on clinical
such as Alzheimer’s disease and epileptic seizure.

The rest of this paper is organized as follows. In Section 2, we conduct a literature review on deep learning for EEG data analytics. In section 3,
we discuss about a new model created by CNN and LSTM techniques and consider how it could be trained by using EEG data. In the Section 4, we
review some current applications and research on EEG processing. Some discussions and future works are concluded in Section 5.

2 INTRODUCTIONANDMETHODOLOGIES FOR EEGDATAANALYSIS

2.1 Introduction to EEG data analysis
Electroencephalography (EEG) is an electrophysiological monitoring method to record electrical activity of the brain,research on brain signal pro-
cessing andanalysis havebeenapopular topic from the last years, anda large amountofmethods and techniqueshavebeenproposed tohandlewith
EEG data.In the intial stages of this area, the researchers directly extracted the information by recording the EEG signals, to later decode the brain
activity. The machine learning methods rised their relevance when they were applied to specific application problems, such as the brain-computer
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TABLE 1 Survey papers on CNN for EEG signal processing

Band Frequency(Hz) Means
Delta Less than 4 Deep sleep without dreamming
Theta 4-7 When adults are emotionally stressed, especially disappointment or frustration.
Alpha 8-15 Relax, calm, close your eyes but wake up

Beta(Low Range) 12.5-16 Relax but concentrate
Beta(Middle Range) 16.5-20 Thinking, processing and receiving information from the outside world
Beta(High Range) 20.5-28 Excitement and anxiety

Gamma 25-100 Raise awareness, happiness, stress, meditation
Lambda Evoked potential When the eyes are stimulated by light, they are induced after 100ms (also known as P100)
P300 Evoked potential When you see or hear what is imagined in your brain, 300ms induces it.

interface (BCI) systems for clinical domains. The current state of research on deep learning has shown outstanding results on both computer vision
and image processing 20. Due to the nature of EEG problems, and the basic mathematical and computer-based features of deep learning, it would
be expected that in the near future, these kind of methods would be themainstream research technique on EEG signal processing.

2.1.1 Type of EEG signal processing and analysis method
Modern scientific research shows that the humanbrainworkswith spontaneous electrophysiological activity. This activity can be expressed in form
of brainwaves by special EEG recoder. There are at least four important bands in the study of EEG. EEG is a spontaneous rhythmic electrical activity
with frequency range of 1-30 times per second, it can be divided into four bands, δ (1-4Hz),θ (4-7Hz),α (8-15Hz),β (12.5-28Hz). In addition, when
awaking or focusing on something, it is often seen that a γ wave with higher frequency than β wave, which has a frequency of 30-80Hz and the
amplitude is uncertain.While sleeping, there are other normal brain waves with special waveforms, such as humpwave,αwave, λwave, κ-complex
wave andµwave. The Table 1 shows the Band, Frecuencies and some other details related to the EEG signal andwhat it couldmeans related to the
human brain behaviour.
Therefore it is possible to induce different human behaviors and states from the analysis of the waveforms, themost common approach is based

on the observation of peak values and frequencies on EEG signals, to finally decode the brain activity or to diagnosing a disease. Therefore, and
before training anymachine learning algorithmby using EEGdata, the researchers usually generate a specific code (in formof a script) to extract the
peak values, the frecuencies of thewave, or to transform rawEEGdata into a spectrumdiagrambased on Fourier transform, or awavelet transform.
Later this data is used to train a classificationmodel. However, deep learning techniques can directly extract features from the data by automatically
set up and updating weights according to back propagation approach, and reducing the effect of noise in raw data. This is one of the main reasons
why deep learning and CNNmethods have beenwidely used for brain decoding or diagnosing based on EEG data.

2.2 Machine learningmethods for EEG data
The less amount of data and lower performance computer lead to the deep learning has not better on data analytics in the earlier, at that time,
most people prefer using the algorithms of machine learning to training data, such like naive bayes or support machine learning. Early approaches
attempted to explicitly program the required knowledge for given tasks; however, these faced difficulties in dealing with complex real-world prob-
lems because designing all the detail required for an AI system to accomplish satisfactory results by band is such a demanding job 21. As we know
machine learning has a good capacity on train AI system to have a cognitive ability through by experience which learned by training large number
data, however there are limitations on feature extraction from raw data, sometimes people have to spent lots of time to script a complex algorithm
with capacity of extracting feature from raw data by hand. Although these algorithms have some limit, many studies were usedmachine learning to
analysis EEG data. XWWang et al. 22 used SVM tomake a classification for classify human’s emotion based on three kinds of EEG features andmon-
itor the changes of emotional states in real time. They found (i) that the spectrum feature is superior than other two features, (ii)using the feature
smoothingmethod to improve a linear dynamic system could improve the accuracy of classification, (iii) the changes of emotion could bemonitored
by reducing the subject-independent features with manifold learning. M Kaper et al. 23 used machine learning method to train the EEG data when
analyzing single-trial data in real-time and made a application for monitoring the BCI and mental state. AH shoeb et al. 24 used machine learning
method for seizure detection.
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TABLE 2 Summarize of deep learning for different EEG type

Study EEG type Architecture Decoding problem
[22] Frequency spectrum Deep belief network (DBN) Emotion detection
[23] Frequency spectrum SAE Emotion detection
[24] Frequency spectrum DBN Emotion recognition
[25] Frequency spectrum Deep neural network Left- and right- handmotor
[26] Frequency spectrum Semi-supervised DBN Detection of anomalymeasurement
[27] Raw data DBN Seizure detection
[28] Raw data DNN Alzheimer’s disease
[29] Frequency spectrum Unsupervised learning Classification of sleep stage
[30] Frequency spectrum DBN Prediction of driver’s states

2.3 Deep neural networks for EEG data
Since mixing with noise and artifacts in recorded EEG signals, as used features are more frequently than raw signals. In brain decoding, Jia et al. 25
and Jirayucharoensak et al. 26 used DBN and SAE to model a EEG signals classification for emotion detection. Zheng W-L et al. 27 presented the
critical channels and frequency bands which related with emotion recognition by decoding EEG signals with DBN. An et al. 28 classify left- and
right-hand motor imagery skills by analysis the frequency factor of EEG which applied DBN. In the other classification of deep neural networks
for EEG 29,30,31,32. Wulsin D et al. 29 used semi-supervised deep belief nets to make a fast classification and detection anomaly measurement, and
Langkvist M et al. 32 used unsupervised feature learning to classify the human’s sleep stage. MHajinoroozi et al. 33 used DBN to extract the feature
from EEG signals for cognitive the driver’s states.
Since the influence of the noise, a few study used raw EEG data in deep neural networks Turner J et al. 30 computed high resolutionmultichannel

EEG data for seizure detection by DBN, Zhao Y et al. 31 built a system for diagnosis Alzheimer’s disease by deep learning for EEG signals.
Therewecan see,most studies prefer doingpreprocessingwith transformationof rawdata to frequencybandsbeforeusingdeepneural network

training EEG data, that’s because the frequency bands which be filtered has beenmore clean, it reduce the influence of noisy.

2.4 Deep recurrent networks for EEG data
EEGsignals also are sequential data, andRNN isoneof thearchitecture to train the sequential processing, andhas agoodperformanceon sequential
processing, especially on NLP(nature language processing), it play a important role. For training EEG data, RNN could better to extract the feature
informations from EEG data. In usual, we have to transform the raw EEG data to the frequency spectrogram features for the input of RNN. Many
studies focus on diagnosis of disease or prediction and brain decoding such as emotion detection.
A Petrosian et al. 34 predicted seizures by applied RNN to raw EEG data and corresponding wavelet features.Davidson et al. 35 transformed

the EEG data to spectra features and used LSTM to detect lapses. GR Minasyan et al. 36 developed a method for detection of seizures prior to
or immediately after clinical onset using features derived from scalp EEG data. MA Naderi et al. 37 proposed a three stages technique for seizure
detection in EEG signals, first used Welch method power spectrum density estimation to extracted the features from EEG signals, second, using
statistics to reduced the dimensionality of features and time series signals samples and the third stage is make a classification by RNN.
Some studies about brain decoding and anomaly classification are presented.MSoleymani et al. 38 EMFomey et al. 39 proposed the ElmanRecur-

rent neural networks a new architecture of RNN to classifier EEG signals during imaginedmental tasks.M Li et al. recognizeMI-EEG combinedwith
LSTM based network employing. S Patnaik et al. 40 used wavelet transform to deal with extraction of EEG features for predict the human’s brain
state. Z Ni et al. 41 used LSTM for EEG data for disentangling brain activity of human, like prediction of statement of confused or not confused. In
summary, most of studies about Recurrent neural networks for EEG always focus on emotion recognition, disease diagnosis and brain decoding.
Since the EEG data recorded the value of each temporary, the information of each times is very important for diagnose diseases, such as P300

signal will be recorder before the 300ms of seizure prediction, and recurrent networksmodel has a better performance to training sequential data
since RNN could save the information of previous time to help the next time tomake prediction, therefore, RNNmodel usually used for diagnosing
disease.
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2.5 Deep convolutional networks for EEG data
Convolutional neural networks has a good performance on image processing tasks recently, since it have a good capacity on feature extraction from
images by convolution kernel, they can extract the information features by through passing every part of the images with number of kernels. For
EEG signals, it is not only works well on raw EEG data, but also used on frequency spectrum diagram. There we categorized the researches in EEG
signals processing into two groups: brain decoding and diagnose by anomaly classification.

2.5.1 Brain decoding
Using CNN for training EEG data can reduce the effect from noisy, thuswe can use raw EEG signals data for CCN’s input, that’s can reduce the com-
plexity of training, therefore most studies used CNN for EEG signals. For instance Cecotti et al. 16 classified characters that viewed by participants.
Z Tang et al. 17 presented a newapproach to extract the feature and classify the single-trialMI EEG. X Sun et al. 19 proposed a computationalmethod
to detect memory performance of remembered or forgotten by training EEG data while memory processing. Thodoroff et al. 42 combined of CNN
and RNN to train robust features to automatically detect seizures. J Shamwell et al. 43 explored a new CNN architecture with 4 convolution layers
and 3 full connect layers to generalized multi-class, single-trial EEG classification across subjects, aim to increase human-autonomy classification
performance.Manor et al. 44 presented a CNNmodel for the use for classify single trail EEG in RSVP (Rapid Serial Visual Presentation), and in order
to reduce the overfitting of model they approached a novel spatio-temporal regularization, finally compared the feature extraction by CNN and
manually designing feature extraction algorithms. S Sakhavi et al. 45 presented a Parallel convulutional-linear network which an architecture that
can make EEG data as a dynamic energy representation for input and utilizes CNN for imagery classification. Y Ren et al. 46 applied convolutional
deep belief networks learning features from EEG data and evaluated it based on compared with the datasets from BCI. G Ruffini et al. 47 collected
data from idiopathic RBDpatients and healthy controls and proposedCNN for classifying rapid eyemovement behavior disorder prognosis.MHaji-
noroozi et al. 48 used covariance learning to train EEG data for driver’s fatigue prediction. Z Jiao et al. 49 proposed improved CNNs methods for
mental load classification task.

2.5.2 Diagnose diseases
EEG can also reflect the health of the human, many diseases, the detection of lots of diseases need to be diagnosed by anomaly EEG signals analysis
which recorded when the diseases occurred. Thus, a systemwhich can provide a good accuracy of diagnose is become a direction for variety fields.
CNN for training EEG data can reduce the effect from noisy, therefore, most studies used CNN for EEG signals to diagnose diseases by anomaly
signals classification.
Mirowski et al. 50 extracted features as phase-locking synchrony and wavelet coherence and coded them as pixel colors to formulate two-

dimensional patterns 2. Liang et al. 51 adopted EEG datasets which are not directly related to seizure prediction and training by deep learning to
detected seizure. Antoniades et al. 52 consider generating feature automatically from epileptic intracranial EEG data in time domain by deep lean-
ing. Page A et al. 53 made a end-to-end learning by max-pooling convolutional neural networks (MPCNN) and demonstrated that transfer-learning
can be used to teach MPCNNs generalized features of raw EEG data. UR Acharya et al. 54 presented a deep convolutional neural networks with 5
layers to detected normal, preictal and seizure classes.
Thus it can be seen, the development of deep learning for EEG signals processing are increasing, and the researches of deep learning are roughly

divided into disease diagnosis such as epileptic seizures prediction or Alzheimer prediction, and emotion recognition and brain decoding like driver
statement prediction or brain statement prediction. Compared with traditional algorithm of feature extraction, deep learning can automatically
extract features and reduce the effect fromnoise, that’s the reasonwhymany studies begin focus ondeep learning for EEGsignals processing. There
wemake a Table 4 to list some details of CNN architectures, decoding problems and input domain by survey from part of papers.
As reviewed as before, each architecture have this own characters for training EEG data. Since the EEG data is sequential data, thus the training

by using deep neural network will spend more time, and the other reason that raw EEG data usually be recorded with noisy, deep neural work can
not appear a good performance for EEG data processing. While RNNmodel especially LSTMmodel can leverage the information of previous time,
that they can consider the influence of EEG data for prediction on time domain. More than this, while extract the EEG data on frequency domain,
RNN model also has a good performance since the EEG data of frequency domain doesn’t mix up many noisy. However, there are many weighted
parameters in the RNNmodel, thus the training time of RNNmodel will be increased. Because of the better ability of local feature extraction, CNN
modelmost used for sequential data processing such as speech recognition, translation and so on. Thus, more andmore studies used CNNmodel to
train EEG data, since local feature of EEG data advantageous to realize the statement of brain activity, and to determine the brainwaveforms at the
disease time.
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TABLE 3 Survey papers of CNN for EEG signals

Study Decoding problem Input domain Conv/dense layers
[13] Type of music rhythm Time 0.5-39Hz 3/3
[15] Imagedmovement classes Time,8-30Hz 2/2
[17] Memory performance Time,0.05-15Hz 2/2
[26] Dirver performance Time, 1-50Hz 1/3
[35] Start of epileptic seizure Frequency, mean amplitude for 0-7Hz,7-14Hz,14-49Hz 3/1(+LSTM)
[36] Oddball response Time, 05-50Hz 4/3
[37] Oddball response using RSVP and image Time,0.3-20Hz 3/2
[38] Imaginedmovement classes Frequency 4-40Hz 2/2
[39] Imaginedmovement classes Frequency 8-30Hz 2/0
[40] Eyemovement classes Stackedmulti-channel spectrograms 4/1
[41] Driver performance Frequency 256Hz 2/2
[44] Seizure prediction Frequency, 0-200Hz 1/2
[45] Epileptic discharge Time, 1-50Hz 1/3
[46] Seizure detection Time, 0-128Hz 1-3/1-3
[47] Seizure detection Frequency, 4-7Hz,8-13Hz,13-30Hz 5/1

2.6 Semi-supervised learning for EEG data
Semi-supervised learning is the key problem in the field of pattern recognition andmachine learning. It is a learningmethod by combing supervised
learning with unsupervised learning. In some practical problems, there are only a few labeled data, because the cost of marking data is sometimes
very high. These data like EEG and so on medical data or some biological data. However, semi-supervised learning learning uses a large number of
unlabeled data and uses labeled data at the same time for pattern recognition. The usually usedmethod like Self training, Generativemodel, S3VMs
and so on. Y Li et al. 55presented a self-training semi-supervised SVMmethod for classifying P300 data, and using this algorithm would reduce the
training effort of the P300 data. D FWulsin et al. 56 applied DBNs in a semi-supervised learning tomodel EEG data for classification and prediction.
LC shi et al. 57 used semi-supervised clustering method to analysis vigilance based on EEG data. D Wulsin 56 used semi-supervised learning for
anomaly detection based on EEGwaveforms.

3 DEEP LEARNINGARCHITECTURE

Many studies have presented different architectures of deep learning for EEG data analytics that including deep believe network, deep convolu-
tional neural network or recurrent neural network. In this section we will explain the CNNmodel and LSTMmodel and talking about some details
by studying the paper of P Bashiva et al. 58

3.1 Convolutional neural networks
Onaccount of a greatly ability on feature extraction frommultidimensional dataset, CNNhas been achieved great success inmany recognition issue
like image recognition or behavior recognition through by extract information from photo. And recently researchers found that the CNN also has
a good capacity on sequential data like sounds wave, and it is not worse than recurrent neural networks on sequential information processing, and
it has been become a one of the popular architecture on nature language processing, that is because it can extract a detail feature better from raw
data of soundwave by convolution operation, the CNNmodel for EEG data shown as Figure 2 . Be different with CNN, for RNN, one of the neuron
output value not only pass to thenext neuron, but also act on itself, thatmeans, the output of the currentmoment has been combined the experience
of this time and the history, that’s the reasonwhy RNNhas a greatly success for sequential data. But for CNN, the essence of convolution operation
is use a filter with weights to pass the whole picture for extracting the features of each part of pictures. In nature language processing, it just like a
window of N-grammodel, this feature informations are useful for nature language processing. Thus, many researchers has been began to use CNN
to analysis the EEG signals, and achieved some results. The type of EEG signals are same as speech data performed by a wave, in the same way, we
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FIGURE 2 CNN for EEG signal processing

believe that we can decoding the sequential information of EEG signals by using the CNN for deal with problems of human’s behavior or disease
diagnosis.

3.2 Recurrent neural network
Although the traditional multilayer perception based on the above networks structure has excellent performance, and applied in many field, but
these always have some defects which consists none of the above models can analyze the overall logical sequence between the input information.
These logical sequences are rich in content and has a complex time relationship with each other. In order to solve these sequence problems, recur-
rent neural networks arises at the historic moment, the key is that hidden state of the current network will retain the previous input information,
and it is used for the next current network. Compared with DNN, RNN has a closed loop. In the other word, after pass the value to the next hidden
layer, it always give this value to itself, it make this network has amemory.We say recurrent neural networks have the ability to remember, and this
ability is to sum up the past input state through weight value, as the auxiliary of the next input. It is possible to understand hidden state in this way,
the hidden state equal a function which combinedwith existing input and the summary of past memory.
For the training of recurrent neural networks, the spread of network is based on input, and the longer the input, the deeper the network is. Thus,

for the training of RNN,we always face the problems of gradient explode and gradient vanish, in order to refrain this problem, JÃijrgen Schmidhuber
et al. 59 proposed a new architecture of RNN named Long Short-Term Memory (LSTM), Be different from traditional RNN model, LSTM increased
the forget gate and update gate. The forget gate can let model know which information should be saved and which information should be lost, the
update gate will learn whether there is information worth using and saving. Therefore, while a new data inputing, the model will forget no useful
informations, then learning valuable informations from new input data and save on long memory, finally model will learn which parts of the long
termmemory can be used immediately.

3.3 Problem Formulation and architecture
EEGanalyzing for detection could be generalized as time series classification issue, theremodel should to extract the useful information fromvaried
length EEG data and classify to correct class. The input of this task is varied length signal X = [x1, x2, ...xk], and output the correct label. Thus the
objective of our model is tomakeminimization of cross entropy which between output label and given label. The object function given by

loss(X, g) = −log
exp(p(X, g)∑
j exp(p(X, t))

(1)
where p(X, t) is the probability of themodel training the label t by given the inputX, and g is given label.
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FIGURE 3 Connection between Conv layer and full connect layer. C: ConvNet, L: LSTM layer

Bashiva et al. 58 presented a model by combing LSTM and CNN for learning representations from EEG data, the model architecture shown as
Figure 3 , they used 3 convolution layers to extracted the spectrogram features and got one EEG image sets, then pooling to got temporal features,
then training these by LSTM. Connectedwith the last pooling layer is LSTMmodel proposed by Jrgen Schmidhuber et al. 59 The LSTMmodel include
some cells, these like units of deep neural networks with some parameters, therefore, while a new data inputing, the LSTM model will forget no
useful informations, then learning valuable informations from new input data and save on longmemory, that’s the reason why the LSTMmodel can
learning series time data better. The cells of LSTMbehavior is concluded 4 equations:

ft = σ(Wf · [ht−1, xt−1] + bf ) (2)

it = σ(Wi · [ht−1, xt−1] + bi) (3)

Ct = ft ∗ Ct−1 + it ∗ tanh(Wc · [ht−1, xt−1] + bc) (4)

ht = σ(W0[ht−1, xt−1] + b0) ∗ tanh(Ct) (5)
where ht, xt,C − t are the output, input and private state at time t of cell. TheWf ,Wc,W0 are the parameters which need to be trained. These
parameters made the cell to decide whether to remember or forget the information. In this model, they used CNNmodel for extracting the feature
from EEG data and used LSTMmodel to training EEG data by extracted features and learning the representations.

3.4 Hyper parameters
Hyper parameter’s initialization is importance before model training dataset, it could prevent falling into a local optimal and affect the result in the
processing of optimization. For the convolution layer, we could use kaiming initializer 60 and for the LSTM cells the orthogonal initializer 61 could be
used. Because they are shown a greatly ability on improvement of parameters’s converging speed in these papers. For the entire model, the usually
used optimization of deep learning is gradient descent, owing to huge computation, SGD (stochastic gradient descent) 62 was proposed, compared
with GD, SGD has three advantages.
(i) Intuitivemotivation.
(ii) Practical motivation.
(iii) Theoretical motivation.
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On intuitive motivation, SGD can make use of information more effectively, especially when information is more redundant. On practical moti-
vation, comparing with GD, SGD is excellent in the previous iteration there we can see some results in related papers 63. On theoretical motivation,
if the sample size is large, SGD computational complexity still has advantages by comparing with GD. In addition, Adam optimizer also is a bet-
ter approach, Adam is a first-order optimization algorithm which can replace the traditional SGD process, it can update neural network weights
iteratively based on training data. Adamwas proposed on 2015 64. This paper list some advantages of Adam:
(i) A straightforward implementation.
(ii) The efficient calculation.
(iii) Less memory required.
(iv) Invariance of gradient diagonal scaling.
(v) Suitable for solving optimization problemswith large data and parameters.
(vi) Applicable to non-stationary targets.
(vii) Suitable for solving problems involving very high noise or sparse gradient.
(viii) Super parameters can be interpreted intuitively and basically require only a very small number of parameters.
Therefore Adam sometimes will be a better choose. It is combined the advantages of AdaGrad and RMSProp, and the implementation is simple,

the calculation is efficient.

4 EEGDATAANALYTICS APPLICATIONS

Reviewing by some studies, the EEG data analysis can be applied for neuromarketing, human factors, social interaction, and brain computer inter-
faces. Researching for neuromarketing could understand the customer purchase psychology and the impact of advertising on customers. Research
of human factors is the decoding for brain statement like judging whether a driver is a tired driver or judging what a man sees. Social interaction is
that understanding how other people’s behavior will affect themselves. Brain computer interfaces (BCI) is most popular research for analysis EEG
data to build a direct connection between human brain and external devices, it allow the signals transformation between human’s brain and exter-
nal devices. This technology is often used for restoring hearing, visual and limb movement abilities. With the development of EEG researching on
medical science, EEG signal gets a lot of applications on clinical application such as Alzheimer’s disease (AD) diagnosing, epilepsy diagnosing and
other brain disease diagnosing.

4.1 Neuromarketing, human factors social interaction and BCI
In the field of neuromarketing, economists always detect brain process by EEG research that including the driving consumer decisions, brain areas
that are active when consumer purchase a product or service and so on. M yadave et al. 65 proposed a predictive model for classify the consumer’s
choice towards in “like" or “dislike" by EEG data analytics, and used this model for understanding the decision of the consumer to judge the profit of
products.MMurugappan et al. 66 usedKNNandPossibility neural network (PNN)methods to training EEGdata for classifying the subject intention
on advertisements for identifying themost preferred brand.
In this field of human factors, EEG data analytics always used for identifying the brain processes related to specific personality traits such as

intro-/extroversion or social anxiety. A Gevins et al. 67 used neural networks pattern recognition applied to EEG spectrogram features for assessing
the load of working memory and discussed the feasibility of the memory load monitoring. ME Smith et al. 68 applied the multivariate EEGmethods
for task loadingmonitoring during the naturalistic computer-basedwork.
In social interaction research, brain processing related to social perception, self-evaluation and social behavior are investigated. Thus EEG data

analytics on social interaction is play a important role and many studies has research the social interaction based on EEG data analytics. In A Perry
et al. 69’s paper, Mu rhythms are EEG oscillations in 8-13 Hz recorded at sites located roughly over the sensory-motor cortex, this paper found that
Mu suppression not only in response to actual activities but also when the participant observes actions executed by other peoples.
A relatively new but emergent field for EEG is brain-computer interfaces. Today, we know in much more detail which brain areas are active

when we perceive stimuli, when we prepare and execute bodily movements, or when we learn and memorize things. This gives rise to very pow-
erful and targeted EEG applications to steer devices using brain activity. For instance, help paralyzed patients steer their wheelchairs or move a



10 Li ET AL.

cursor on a screen. F Lotte et al. 70 surveyed some papers which about the classification algorithms used to the BCI design system based EEG. This
paper explained the feature extraction for BCI and reviewed some papers to introduced the methods of BCI features extraction like band pow-
ers(BP) 71, power spectral density (PSD) 72,73 and time-frequency features 22. And this paper surveyed classification methods for BCI research like
linear discriminant analysis (LDA), support vector machine (SVM), Nonlinear bayesian classifiers and some architectures of neural networks.

4.2 Clinical application
EEG is more sensitive objective index, which not only can be used in the basic theory of brain science, but also is more important in the application
of its clinical practice, which is closely related to human life and health. Thus EEG is the necessary basis for the diagnosis of epilepsy and AD. EEG
also have great diagnostic help for various intracranial lesions, such as cerebral apoplexy, encephalitis, brain tumor and metabolic encephalopathy.
For the EEG processing by computer science, most studies are about the prediction of epilepsy or AD bymachine learning algorithms such as Naive
bayes and SVM. Recently mostly studies focus on EEG processing by deep learning.

4.2.1 Clinical application of Alzheimer’s disease
Christoph L et al. 74 explored various machine learning algorithms with the ability of linear and non-linear such as principal component linear dis-
criminant analysis(PC LDA), partial leaset squares LDA, principal component logistic regression, random forest and SVM to discriminate between
theEEGsof patientswith different degreeofAlzheimer’s and their age-matched control subjects. S Simpraga et al. 75 used complementary biomaker
algorithms for EEG recording to get the signature of disease and pharmacological intervention and then in order to improve the performance of
distinguish, they used machine learning algorithms making a classification. P Goli et al. 76 used Elman neural networks to drawn out the optimal
features and used linear discriminant analysis (LDA) and SVM to generate 2 classifications for mild Alzheimer’s disease. Y zhao et al. 31 used deep
neural networks to archive the unsupervised learning to extracted the feature from 15 clinically diagnosed AD patients and 15 healthy people, and
train these features by SVM and get a 92% accuracy. LR Trambaiolli et al. 77 searched differentiation patients’s patterns in EEG data by using SVM,
they developed a new approach named quantitative EEG processing for diagnosing different patients with AD from generation individuals.

4.2.2 Clinical application of epileptic seizure
AH Shoeb et al. 24 used machine learning to construct patient classifier which predict the onset of epileptic seizure by EEG analyzing. This studies
point at the problem which is brain’s electrical activity is mix with numerous classes with characteristics, they presented a new algorithm which
includemake amachine learning framework and identifying the useful features from other types of brain activity. Y Song et al. 78 presented a novel
approach to detect the epileptic seizure automatically. This paper presented an optimized sample entropy algorithm and combined with extreme
learning machine to judge the performance of EEG signals recording is the existence of normal or disease. But the proposed method in this paper
did not achieved a high detection accuracy but also have a high speed of computation. KD Tzimourta et al. 79 presented a method for automated
seizure which based on detection discrete wavelet transform. This paper extract five features from wavelet coefficients and training this features
by SVM, for the result they get a high accuracy about the seizure detection.MGolmohammadi et al. 80 gave a classification systemwith high perfor-
mance and based on big data and machine learning environment. This method used hidden markov models to decode the sequential data and post
processing by deep neural networks. This system has three detections of clinical events, the first is spike and/or sharp waves, the second is peri-
odic lateralized epileptiform discharges, the third is generalized periodic epileptiform discharges. KM Tsiouris et al. 81’s paper used LSTMmodel to
predicted the seizure and no seizures were missed with zero false predictions and for the result, the proposed model has a better performance of
seizure prediction. On the other hand this paper also expanding the CNNmodel for EEG data processing to predict the epileptic seizure.

5 CONCLUSIONANDEXPECTATION

Aswe enter environment of big data, deep learning play a center stage for international academic and lots of interests. In EEG signals, where having
a good advance with deep learning to produce the expecting results. In this paper, we introduced the some architecture of popular deep learn-
ing, type of EEG data which as input data for deep learning, observed the advantage of deep learning for raw EEG data processing, and reviewed
recent research papers about deep learning in various architecture for EEG signals processing.We study amodel which presented on related paper
by combing the CNN and LSTM. Then we discussed the semi-supervised learning for EEG data such as some related papers of SSL for EEG data
analytics and somemethodsof SSL.We list themost commonapplications forhumanEEGresearchand reviewedsomestudieswhich researchappli-
cations for EEG data analytics, that including the neuromarketing, human factors, social interaction and BCI. For the research of BCI, we discussed
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TABLE 4 Survey papers of EEG analysis on Clinical application

Study Clinical problem Methodologies
[21] Epileptic seizure Machine learning algorithms tomake classification
[28] Alzheimer’s disease Deep learning to achieve unsupervised learning to extract the feature
[71] Alzheimer’s disease PC LDA, LDA and variousmachine learning algorithmswith linear and non-linear
[72] Alzheimer’s disease Complementary biomaker algorithm
[73] Alzheimer’s disease Elman neural networks to draw feature and using LDA and SVM tomake 2 classifications
[74] Alzheimier’s disease SVM
[75] Epileptic seizure Novel approach
[76] Epileptic seizure SVM
[77] Epileptic seizure Using hiddenmarkovmodels to decode EEG data and give a classification bymachine learning
[78] Epileptic seizure Using LSTM to predict seizure epileptic

the feature extraction and training algorithms of BCI research based on EEG signal. We also reviewed some studies about the clinical application
such as AD and epileptic seizures.
For the expectation of deep learning of EEG signals processing, incorporation of different deep learning architectures is a possible trends. For

instance, the popular issues of recent like image captioning, video summarization and image question answering are combined with CNN and RNN
to applied. And in this paper we already seen related papers which combined these two architectures to learning representations. Reviewed these
studies, we can consider multiple model combined to denosing and doing preprocessing for increase the performance of combined model will be
the trend of future. And most of these papers which we saw were used supervised learning, in terms of EEG data processing, semi-supervised and
reinforcement learning are also have a good attention. Semi-supervised can learn unlabeled and labeled data, in the area of EEG data processing,
using semi-supervised learning not only require the smallest number of personnel to do thework, and at the same time, it can bring higher accuracy.
Reinforcement learning also play a important role in the artificial intelligence, it can adjust itself by reward function for completing the optimization
if its own scheme. In the EEG signals, reinforcement can produces a kind of brainwave itself to simulate the brainwaves produced by human activity
in various environment and corresponding to different brain activity or statement, it may play a important on BCI research in future.
For the limitations of EEG data, since two reasons, labeled data is more rarely. First is the doctor label one sample will spend lots time, they

need to combine the variety influence factors such as gender, ethnic group and constitutions. Second, because of the influence from the noisy, they
may make a error prediction to tag a label. Therefore, the challenges of EEG signal processing is get a high accuracy with less label. Although the
semi-supervised learning could reach this task, however themost component of semi-supervised leaning is unsupervised learning, thus themethod
of increasing the performance of semi-supervised learning will be a new challenge not only EEG signal processing but also most of fields of deep
learning. The generative adversarial networks has been get pretty success on the image processing recently, applying GANmodel to the EEG signal
for learning loss signal or prejudging illness by generating the not appeared EEG signal will be the new challenge.
Although deep learning has been used in many fields and got lots achievements, it is not always provide great results in EEG signals processing.

The main reasons is one of the prerequisites for maintaining high accuracy is using large amount of data to training deep learning model. However,
the EEG data is rarely, sometimes too little amount of dataset is not enough to fit a high accuracy model by deep learning, the other reason is the
influence of noisy of EEG is obviously, although we could reduce these influences by CNN and LSTM or doing wavelet transform or FTT before
training, but how to improve the model and mixing traditional algorithm to get a better results without a large of data and reduce the computation
time will become one of the new issue in the now and future. We believe this paper will provide valuable information and as some new points for
deep learning for EEG signals processing in future studies.
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